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INT. J. ELECTRONICS, 1994, VOL. 77, NO. 6, 845-862 

Optimum piecewise-linear transcoders 
Part 2. Application to automatic TV tuner alignment and to 
electronic tuning 

YANNICK DEVILLET 

A new approach to automatic TV tuner alignment is presented. It contains two 
aspects, i.e. hardware (consisting of piecewise-linear transcoders) and software 
algorithms (which optimize the transfer functions of these transcoders with respect 
to measured data points). This approach allows us to choose the desired tuner 
performance and yields a major improvement of the performance/price ratio 
compared with the conventional solution. More precisely, performance is defined 
by the maximum frequency mistuning of each RF filter. For given transcoder 
memory sizes, the proposed approach improves performance (i.e. decreases mis- 
tunings) by a factor 2.7 to 4.5 or, for given performance, it reduces transcoder 
memory sizes by a factor 2. In particular, the target performance considered is a 
maximum frequency mistuning of 600kHz in the overall frequency band of 
operation. This target is reached with a memory containing only 90 bits per RF 
filter. The proposed approach is also a good candidate for future high-definition 
TV standards, which will require lower frequency mistunings than today. Beyond 
TV tuner alignment, it is attractive in all systems requiring very simple and/or fast 
adaptive transcoders. In particular, this paper outlines applications of this method 
to automatic electronic tuning of active filters and phase shifters. 

1. Introduction 

The main topic of this paper is 'TV tuner alignment'. This notion is precisely 
defined in the next section and may be summarized as follows: when a TV tuner is 
assembled in a factory, its radio-frequency filters d o  not have the right centre 
frequencies, because of component spread. Therefore, these spreads must be 
compensated for, by adjusting some parameters of each filter of each manufactured 
tuner. This operation is called tuner alignment. Today, it is performed manually, by 
bending coils and checkng resulting performance. I t  is therefore time-consuming and 
costly. 

In this paper we are concerned with approaches which yield automatic operation 
and lower alignment time, and which may provide higher performance by optimiz- 
ing a larger set of parameters. Such an  approach has been presented by Heucke- 
Gareis and Oertel (1990), but it yields excessive hardware complexity. In this paper 
we propose a solution designed so as  to minimize the required amount of hardware. 
This approach contains two aspects, i.e. dedicated hardware transcoders and 
associated software algorithms which optimize the transfer functions of these 
transcoders according to an approximation criterion, which is fixed by the tuner 
application. A general presentation of the latter algorithms is provided in a 
companion paper (see Deville 1994), while only their specific application to tuner 
alignment is described here. 
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846 Y. Deuille 

The remainder of this paper is organized as  follows. Section 2 presents the 
principles of manually aligned tuners. Section 3 describes both types of auto- 
matically aligned tuners, i.e. the conventional approach and the solution proposed in 
this paper. The hardware complexity of the transcoders used in automatically 
aligned tuners is discussed in 54. Simulation results are provided in 55. Finally, $ 6  
presents the conclusions drawn from this investigation focused on TV tuners, and 
shows that the proposed approach is, in fact, attractive for a much wider class of 
systems. 

2. Manually aligned tuners 

The current standard tuner structure is shown in Fig. I (for one frequency band). 
It creates an intermediate-frequency signal (IF) by mixing a signal (LO) provided by 
a local oscillator and a radio-frequency signal (RF) obtained by transferring the 
antenna signal through three bandpass filters (antenna, primary and secondary). 
Various oscillator and filter structures may be used (see for example Lea and Carlson 
1985, Philips Components data sheet, and also Yokoyama 1988, 1989, which aim a t  
reducing the mistunings defined below in this section). From the point of view of the 
tuning characteristics studied in this paper, most of these filters and oscillators may 
be modelled by LC resonators (Fig. 2) containing tunable coil L,, a varicap C,,, and 
two fixed capacitors C,,, and C,,,. The resonance frequencies of these resonators are 
controlled by means of voltages applied to their varicaps, as explained below. 

The frequency fLo of the oscillator depends on the voltages V,  provided to its 
varicap by a sysnthesizer. This synthesizer operates as  follows. When the user selects 
a channel during TV operation, the user chooses a radio-frequency f,,. He or she 
thus indirectly defines the desired oscillation frequency f d,, of the local oscillator, 
since Sto-f,,=f,, (where f,, is the fixed intermediate frequency of the tuner). 
Therefore, the synthesizer receives a digital word N corresponding to f d,, and 
defined as: f f 0 = N S ,  where S is the frequency step of the synthesizer. The 
sysnthesizer then adjusts V,  so that the actual oscillation frequency f,, becomes 
equal to the desired one, i.e. to f d,,. To sum up, the current frequency of operation is 

Prim. Sec. 

TZC 
C-v 
9-5 

+ + 

Tuning 
synthesizer 

Figure I .  Structure of a manually aligned tuner (one frequency band). 
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Optimum piecewise-linear transcoders-Part 2 

Figure 2. Resonator structure used to model an oscillator or a filter. 

defined by the selected word N, which is called 'the frequency word' below, and 
which controls the oscillation frequency of the local oscillator. 

The centre frequencies of the filters should ideally be equal to f,,, i.e. they should 
track fLo (because, as explained above, f,,-f,,=f,,). With the current tuner 
structure, this condition is not completely met and the performance is defined by the 
frequency mistuning of each filter (i.e. the difference between its desired and actual 
centre frequencies) obtained for each frequency word N. These mistunings result 
from the following phenomena. In this type of tuner, the varicaps of the RF filters 
receive the same control voltage I/, as the local oscillator. This has two consequences. 
On one hand, this structure yields low design flexibility, because only the values of 
the components of the resonators may be adjusted. Therefore, even with optimally 
matched component values in the RF filters and local oscillator, this structure yields 
significant mistunings at some frequencies. The typical component values are chosen 
so as to obtain an acceptable balance of these mistunings over the complete 
frequency band. On the other hand, when manufacturing a set of tuners in a tuner 
factory, the components used have spread values. This yields unacceptable frequency 
mistunings, so that some component values must be adjusted in order to compensate 
for component spreads. Each tuner is therefore 'aligned' individually, by manually 
bending the coils of the R F  filters while checking the resulting performance, so as to 
reduce observed mistunings (details about such an alignment procedure are provided 
by Keller and Morstadt 1970). Tuner alignment is therefore time-consuming and 
requires human operation, which induces significant costs. In addition, performance 
is thus limited by the fact that only a single parameter (i.e. the coil) is tuned to 
compensate for component spreads. A way to solve these problems consists of using 
automatically aligned tuners, which are presented in the next section. 

3. Automatically aligned tuners 
3.1. Overall tuner structure 

A typical automatically aligned tuner is shown in Fig. 3 (for one frequency 
band). It differs from the manually aligned structure in the voltages (I/,, to I/,,) 
applied to the varicaps of the RF filters for controlling their centre frequencies. 
Here, these voltages are created by single-input single-output digital transcoders 
(TR, to TR,). Each transcoder receives the selected frequency word N and basically 
provides the corresponding voltage I/,, used to control the considered filter. More 
precisely, it is associated with a digital/analogue converter (DAC), which converts it 
digital output into an analogue voltage. Moreover, each transcoder is preferably 
designed so as to output the voltage dimerence AI/,<= I/,i- v. The voltage difference 
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Figure 3. Structure of an automatically aligned tuner (one frequency band). 

is then added to  1/; in order to obtain V,,. This provides partial temperature 
compensation and reduces the range of the transcoder output (and thus the size of 
its memory). 

As shown below, each transcoder transfer function is automatically created 
during factory alignment, so as to fit the ideal function, which would entail no 
mistunings. This yields automatic component spread compensation and lower 
alignment time. Moreover, this approach is flexible, since it allows us to select freely 
a number of parameters of the transcoder transfer functions, which are adjusted 
during alignment. This allows us to choose the desired trade-off between the 
complexity of the transcoders and the accuracy of the approximating functions that 
they provide (which defines the magnitude of the mistunings). Tn particular, this 
structure may be configured so as to  yield higher performance than manually aligned 
tuners. This is not crucial today, because the requirements of the current TV 
standards on performance may be met by manually aligned tuners. However, future 
high-definition TV standards will require much better tracking between the frequen- 
cies of the R F  filters and local oscillator. This will probably not be achievable by 
only tuning a coil, so that transcoder-based tuners will then appear even more 
advantageous. 

3.2. Conventional transcoder structure and alignment procedure 

An approach based on the overall tuner structure presented above has been 
proposed by Heucke-Gareis and Oertel (1990). It uses automatic test measurements, 
performed in the tuner factory for each filter of each tuner and for a given set of 
equidistant frequency words N. For each such frequency, the test system sends a 
varying input to the DAC of the considered filter. For each such D A C  input, it 
measures the centre frequency of the filter and it derives its mistuning (by also taking 
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Optimum piecewise-linear transcoders-Part 2 849 

into account the frequency of the local oscillator which is measured once for each 
test frequency). It thus determines the optimum DAC input, i.e. the one which yields 
the lowest mistuning. This optimum DAC input is then stored in the memory 
(EEPROM) contained by the transcoder. Then, during normal operation, when the 
user selects a channel, the transcoder operates as follows. It first compares the 
current frequency word N to those used during the test measurements (this may be 
performed by relatively simple hardware decoding means when using fixed and 
equidistant measurement frequencies with an adequate frequency step). If the 
current N is equal to one of those used during the measurements, then the 
transcoder directly outputs the corresponding optimum DAC input stored in its 
memory. Otherwise, it outputs a value obtained by performing a linear interpolation 
between the two optimum DAC inputs, corresponding to the two test frequencies 
that immediately surround the current frequency. 

In fact, this description already corresponds to a modified version of the 
conventional approach. In the original structure, each transcoder consists only of 
memory. The accesses to that memory and the interpolation computations are 
performed by the microprocessor of the TV set, and the results are then sent to the 
tuner on the bus of the TV set. The drawback of this original approach is that it is 
not software compatible with standard TV sets. Software compatibility is obtained 
by including all the required computational capability in the transcoder, thus 
yielding the modified version described above. This is the version which is preferred 
and referred to as the 'conventional approach' in the remainder of this paper. A 
possible structure for its transcoders may be derived from the above principles of 
operation. An alternative solution is presented in the next subsection. 

To measure the performance achieved by this approach, a performance criterion 
should first be chosen. Tuner experts of the Philips company define the overall 
performance of a filter and associated transcoder as follows. First, for a single 
frequency word N, the performance is equal to the absolute value of the frequency 
mistuning, which results from the difference between the ideal and actual voltages a t  
the output of the transcoder (or of the DAC). Then, the overall performance is 
defined by using a worst-case approach, i.e. it is the highest value among all the 
absolute frequency mistunings obtained over the complete frequency band of 
operation (i.e. for all the discrete values N situated in that band). 

With this performance criterion, the major drawback of the tuner structure 
presented above is to achieve bad balance of the mistunings that occur at various 
frequencies. This lack of balance has two causes. On one hand, this type of 
transcoder yields a piecewise-linear transfer function, which is such that for 
operation frequencies equal to test measurement frequencies the control voltage of 
the R F  filters are close to the ideal ones (the difference only results from limited 
DAC resolution). Therefore, low mistunings are obtained at  these frequencies. 
However, this is achieved at  the expense of high mistunings a t  operation frequencies 
situated far from their adjacent test measurement frequencies, since the actual linear 
transfer function of the transcoder is then far from the ideal nonlinear one. On the 
other hand, equidistant test measurement frequencies yield equi-width segments in 
the transfer function of the transcoder. This provides much higher mistunings in the 
segments corresponding to the frequency sub-ranges where the ideal transfer 
function of the transcoder is much more nonlinear. Because of these unbalanced 
mistunings, this structure is not optimum, i.e. it does not minimize the number of 
measured values that must be stored in the transcoder memory to achieve given 
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850 Y. Deoille 

overall performance (i.e. given worst-case mistuning over the whole band). Con- 
versely, the approach presented below was designed so as to reduce the size of the 
transcoder memory. 

3.3. Proposed transcoder structure arid aliyntnenr procedure 

The approach proposed in this paper is also based on the overall tuner structure 
presented in $3.1. Its specific features concern the hardware structure of the 
transcoders and the method used to  initialize their transfer functions, i.e. the 
alignment procedure. 

These transcoders contain logic circuitry, which they may share in order to 
reduce overall hardware complexity, and individual memory (EEPROM). The logic 
defines the functional form of the transfer functions that they may implement, while 
the content of the memory of each transcoder specifies a particular function having 
this form. These transcoders are intended to be embedded into one of the integrated 
circuits of the tuner. This requires simple logic and small memories (and hence, 
limited sensitivity to truncation effects). Therefore, the selected functional form 
consists of piecewise-linear functions (or in fact approximations of such functions: 
see below). Their number of segments m is fixed. Conversely, the other parameter 
values of the transfer function of each transcoder are optimized during factory 
alignment, so as to compensate for component spreads. 

To this end, the alignment procedure uses test measurements which differ, as  
follows, from those performed in the conventional approach. First, these measure- 
ments may here be performed at any frequencies, thus yielding a set of measure- 
ments which may correspond to any arbitrary subset of the overall set of possible 
frequency words. This feature may be used to reduce the number of measurements 
needed to achieve given performance, by performing more measurements in fre- 
quency sub-ranges where the ideal transcoder response is highly nonlinear. The 
overall alignment time is thus reduced. In addition, for each measurement frequency, 
these measurements aim at determining the ideal transcoder output o r  ideal DAC 
input, i.e. the real-valued DAC input which would yield no mistunings. This ideal 
value cannot be determined exactly, because, in practice, the DAC input can only 
take integral values. However, the software algorithms of the test system situated in 
the factory can determine a good estimate of this ideal value by performing an 
interpolation from the mistunings obtained for various integer-valued D A C  inputs. 
These measurements yield a set of points which are specific to  each filter because of 
component spreads, and which are each defined by two coordinates, i.e. a frequency 
word N and an estimate of the corresponding ideal transcoder output. Here, these 
points are not stored directly in the transcoder memory but temporarily kept in the 
test system of the tuner factory. 

The next step consists of deriving an 'optimum' piecewise-linear approximating 
function for this discrete set of measurement points. This approximating function 
will then be used as the transfer function of the transcoder. This approach has the 
following two consequences. On one hand, one should define the 'error' correspond- 
ing to a given filter (only known through the set of measurement points described 
above, which partly defines its ideal tuning curve) and to  an arbitrary transcoder 
transfer function (supposed to be piecewise-linear, because of above assumption). 
The definition of this 'error' is derived from the application itself: as stated above, 
real performance is measured by the overall frequency mistuning (i.e. the worst-case 
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Optimum piecewise-linear transcoders-Part 2 85 1 

mistuning over the complete frequency band). Therefore, we defined an error which 
is an estimate of this overall mistuning and which only uses the available data (i.e. 
the measurement points and the parameter values of the considered transcoder 
transfer function). This 'error' is presented in detail in the Appendix. On the other 
hand, algorithms are needed to determine an optimum transcoder transfer function, 
i.e. a transfer function which minimizes the 'error' defined above (for the considered 
filter). The algorithms that we developed to this end are presented in a companion 
paper (see Deville 1994), while the Appendix of the current paper describes their 
specific application to tuner alignment. 

This alignment procedure yields the following main features. The test system 
situated in the factory contains software algorithms which receive measured values 
and which derive the parameter values of a corresponding optimum piecewise-linear 
function. These parameter values are then stored in the memory (EEPROM) of the 
transcoder, which is thus completely aligned. Each transcoder transfer function is 
thus piecewise-linear, as in the conventional approach. However, the parameters of 
each segment (i.e. width in frequency domain and position of the corresponding line) 
are optimized, with respect to overall mistuning. This should yield a higher 
performance/memory-size ratio than the conventional approach. This is confirmed 
by the simulation results presented in $ 5 .  

Any piecewise-linear function determined by this alignment procedure may be 
mapped into various transcoder architectures. When high-speed operation is 
required, a parallel neural network implementation similar to the one defined by 
Deville (1993) is preferable. Conversely, in the tuner application the main require- 
ment is on hardware simplicity while speed is not a bottleneck. Therefore, simple 
structures based on serial computations are preferred, a t  the expense of slower 
operation. The basic structure corresponding to this approach is represented in 
Fig. 4. This transcoder provides y=f(x), defined as follows. defined as follows. Its 
input x is here a frequency word N. Its output y is a digital word, to be used here as 
a DAC input. Its transfer function f is a piecewise-linear function (more precisely, an 
approximation of such a function: see below) containing m segments, where m is 
fixed for a given chip and defines the hardware complexity and the resulting 
performance (see details below). It should be clear that such a transcoder may 
implement any piecewise-linear function. Therefore, it may be used with the 
conventional approach to automatic tuner alignment, with the approach that we 
propose or with any other method, depending on the values stored in its memory. 
This is used below to compare the conventional and proposed approaches. This 
comparison requires some care: with the proposed approach, some X coordinates 
are (directly or indirectly) stored in the transcoder memory, as explained below. 
They should be taken into acount when determining the memory size. Conversely, 
when using the conventional approach, such values may also be stored, o r  they may 
be avoided by using simple decoding means, as explained above. The latter solution 
is more attractive from the point of view of memory size, and it is the one which is 
considered in this paper when comparing the memory sizes of the conventional and 
proposed approaches. 

In the basic version of our approach, the transcoder operates as follows. It 
contains a controller (see upper left part of Fig. 4) which manages overall operation. 
This controller contains a register (see block 'u' of Fig. 4) which holds a segment 
index u which evolves as explained below. The transcoder memory (see upper right 
part of Fig. 4) contains (m + I) lines. Each one of these lines contains a point of the 
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Figure 4. Basic transcoder structure. 

transcoder transfer function, i.e. (.xu, y,) with u=O to m. The points indexed by u= l 
to m- I correspond to the limits between the segments of the function J, starting 
from the lowest values of the input x up to the highest ones. The points 
corresponding to u=O and m may be arbitrary points situated respectively in the 
leftmost and rightmost segments. It should be clear that the values of all these point 
coordinates are automatically assigned by the alignment software algorithms men- 
tioned above, when filling the EEPROM of the transcoder a t  the factory. They are 
then used as explained below during normal operation. 

The remainder of the transcoder (see the lower part of Fig. 4) performs the 
following operations. It contains a 'point register' (see blocks xu and y, in Fig. 4), 
where the coordinates of one point of the transcoder memory may be temporarily 
stored. When the user selects a channel, the transcoder receives an input s (i.e. N )  
and a request to provide the corresponding output J(x). In a first phase, it 
determines which segment of J contains the current input .u. To this end, the 
controller first accesses the line u=O of the memory and copies the point (x,, yo) in 
the 'point register'. It then accesses successive memory lines, starting a t  u= l and 
then increasing u. For each u ,  it compares the accessed value xu with the current 
input x (see the block x,<.u in Fig. 4). If the condition x,<x is met, it then copies 
the currently accessed memory point (xu, y,) into the 'point register' and it starts the 
same operation for the next segment, i.e. u+ I .  Otherwise, it ends the first phase. The 
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Optimum piecewise-linear transcoders-Part 2 853 

second phase then starts. The segment off corresponding to the current input x is 
defined by the two memory points having X coordinates directly adjacent to this 
current input x. These two points are available: the left limit of the segment is stored 
in the 'point register', while the right limit is currently accessed from the memory 
(because of the value of u at the end of the first phase). The second phase therefore 
only consists of performing a linear interpolation between these two points (see the 
block f(x) in Fig. 4), and in providing this value as the transcoder output. More 
precisely, only an approximation of linear interpolation is used here, i.e. the actual 
transcoder output is the nearest integer to the value that would correspond to exact 
linear interpolation. This approximation is attractive because it yields a simpler 
transcoder structure. Moreover, it does not significantly degrade performance. This 
is shown by the simulation results presented below and may be explained as follows. 
On one hand, performing exact linear interpolation would be useless because the 
transcoder output is to be used as a quantized (integer) DAC input. On the other 
hand, performing exact linear interpolation would also be meaningless because the 
initial values, i.e. the memory points, have quantized (integer) values. 

An improved version of the transcoder is obtained as follows. First, instead of 
storing the absolute X coordinates xu of the points which define the transfer function 
f, only their differences (xu-xu-,) are stored in the memory (except that the 
absolute value x, of the first point is stored). When processing each current input x, 
the absolute xu are successively computed from the available differences, thus taking 
advantage of the fact that the segments must be accessed for successive u anyway. 
These computations only use the hardware means already available, and this 
approach reduces the number of memory bits needed for the information concerning 
the X coordinates, because the differences (xu-.xu-,) require fewer bits than the 
absolute xu. The next modification of the approach consists of only allowing each of 
these differences to be a multiple nl, of a given step s. Only the multiples m, are 
stored in memory, and the differences (xu-.xu-,) are derived from mu as: 
xu-x,-, =m& This approach yields an additional reduction of the memory size, 
since the multiples m, require fewer bits than the differences. However, it may also 
degrade the performance obtained with a given number m of segments, because only 
a few discrete values are now accepted for the parameters xu in the alignment 
software algorithms. The goal is then to determines and the set of values allowed for 
each m,, which finally yield the minimum number of bits for a given acceptable 
overall mistuning. These values depend on the type of tuner considered, and 
numerical values are therefore provided in $5 .  In addition, the step s should 
preferably be set to a power of 2 whenever possible, so that the computation of m p  
only consists of a shift of mu. 

Other transcoder structures may be created. In particular, speed is increased by 
using a dichotomic search to determine which segment contains the current input .u. 
Finally, it should be noted that all these transcoders perform all needed computa- 
tions and therefore provide software compatibility with current TV sets, in the same 
way as the conventional approach. 

4. Hardware complexity of the transcoders 

The transcoders described in the previous section contain two parts, i.e. 

(1) the logic (see lower and left parts of Fig. 4), which may be shared by all 
transcoders in order to reduce hardware complexity and which aims at 
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854 Y. Deuille 

performing computations from the transcoder input and memory content, in 
order to derive the transcoder output; and 

(2) the memory (see right part of Fig. 4), whose content is specific to each 
transcoder. 

The complexity of the logic has been investigated for the case when a large part 
of the internal operations of the transcoder are performed sequentially, in order to 
reduce complexity. This complexity mainly depends on the number of bits of the 
values processed, as opposed to the number of segments m. Moreover, the 
considered silicon implementation yields a complexity per bit close to 110 gates (or 
500 transistors), corresponding to a silicon area close to 0.1 mm2 in a I pm 
technology. For the tuner type considered in the next section, the DAC resolution 
must be set to 10 bits. The values processed by the transcoders then also contain 
lobits, resulting in a silicon area close to 1 mm2 for all the logic, which is quite 
modest. 

The complexity of the memory is defined by its number of bits. It depends on the 
number of segments m, and thus on the desired performance and on the considered 
approach to tuner alignment. It is therefore derived from simulations and provided 
in the next section. 

5. Simulations 
5.1. Simulaiion conrliiions 

Simulations were performed with the two automatically aligned tuners presented 
above, i.e. with the conventional and proposed structures (which operate in one 
frequency band). These simulations were focused on the mistuning of an R F  filter 
(for a given local oscillator). With the component values used in the resonators (see 
typical values and ranges in the Table), the considered tuners correspond to the 
medium band of a complete 3-band tuner, and this medium band is equal to 
L200 MHz, 488 MHz] for the local oscillator. All simulations were performed under 
the assumption of matched varicaps in the RF filter and local oscillator, since this is 
the case in current commercial tuners. This was modelled by using exactly the same 
varicap parameters in both resonators. This is realistic because the results provided 
below correspond to resonator component values providing worst-case mistunings, 
and in this case the mistunings resulting from different but matched varicaps are 
much lower than those resulting from the other component values. The number of 
parts m of the transfer functions of the transcoders was varied in the simulations, in 
order to investigate the resulting tuner performance. In particular, we determined 
the number of parts m and the corresponding memory size needed to reach the 
specified target (i.e. 600 kHz mistunings). 

Component RF  filter Local oscillator 
- -  - -  - - - 

Lp (in nH) 24.55 f 7% 20*7% 
varicap (type) Philips BB 133 Philips BB 133 
Cpad (in pF) 4700 It 5% 13755% 
Cpar (in pF) 1.9+5% 2.235+5% 

Component values used in the resonators (typical values and ranges) 
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Optimum piecewise-linear transcoders-Part 2 855 

Ideal linear DACs were used. Their resolution R (i.e. their number of bits) and 
their LSB (i.e. the voltage step corresponding to their least significant bit) were 
selected as follows. Philips tuner experts showed that the maximum acceptable 
mistuning in the considered band is about 600 kHz. This mistuning results from both 
the truncation effects in the DAC (i.e. limited resolution) and the fact that the tuning 
function created by the transcoder is only an approximation of the ideal tuning 
curve. This means that truncation effects in the DAC alone should yield frequency 
mistunings somewhat lower than 600kHz, e.g. 300kHz to allow an additional 
300 kHz error for the approximation effect. In addition, simulations showed that the 
considered type of tuner yields a maximum 'tuning slope' close to 20MHzV-' 
(where the tuning slope is the slope of the curve providing the resonance frequency 
of a resonator versus the control voltage of its varicap). Therefore, the maximum 
voltage error accepted at the toutput of the DAC is 300 kHz/(20 MHzV-I) = 15 mV. 
This is the maximum acceptable DAC LSB. Moreover, simulations showed that the 
range required for the DAC output is about [-7 V, + 7  V]. This yields the minimum 
DAC resolution R, defined by: 2R x 15 mV r 14 V, and therefore R = 10. This 
resolution value deserves the followimg comments. It does not depend on the 
considered approach to automatic alignment (i.e. conventional versus proposed 
approach), but on the target performance and on the fact that only linear DACs 
were used. It is relatively high. To reduce it, a useful extension of the approach 
would consist of using nonlinear DACs (which have a lower LSB in domains where 
a higher voltage accuracy is required, i.e. where the tuning slope is high). 

5.2. First set of simulations 
In the first set of simulations, the coordinates xu stored in the transcoder of the 

proposed tuner structure were allowed to have any values. The alignment algorithms 
therefore provided the optimum values among all real values. This corresponds to 
using the first transcoder described in $3.3. These simulations allowed us to derive 
the overall mistuning corresponding to each considered value of the number of 
segments m, both for the proposed and conventional approaches (see Fig. 5). This 

Overall frequency mistuning ( in megahertz) 

1 10 30 
Number of segments I m I 

Figure 5. Overall frequency mistuning (i.e. maximum mistuning over the complete frequency 
band) versus number of segments m for both types of automatically aligned tuners (LC. 
conventional and proposed structures). 

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ita
et

sb
ib

lio
th

ek
 G

ie
ss

en
] 

at
 1

0:
13

 2
8 

Ja
nu

ar
y 

20
15

 



856 Y. Deuille 

confirmed that the proposed approach provides much lower mistunings for given m. 
However, it requires a few additional bits per segment to store the coordinates x,, as 
explained above. The parameter of interest is the final number of bits required to 
achieve given mistuning. This was investigated with the adequate version of the 
transcoder, thus yielding the second set of simulations presented below. 

The results presented here were also compared with those obtained in a non- 
realistic version where no truncation effects would occur (in the DACs, in the 
transcoder memory words and in linear interpolation). Very similar results were thus 
obtained. This confirms that truncation effects do not significantly degrade perfor- 
mance in the considered conditions, where the overall mistunings remain high 
enough, as compared with the limitation set by the DAC. 

5.3. Second set of simulations 

In the second set of simulations, the coordinates xu stored in the transcoder of 
the proposed tuner were restricted to be in a small discrete set of allowed values. 
This approach corresponds to using the second transcoder described in 53.3. The 
principles of this transcoder were provided in that section, while the selection of the 
set of values allowed for each m, and of the parameters will now be considered. 

The number of values allowed for n7, should be as low as possible, in order to 
minimize the number of bits to be stored in the transcoder memory. The minimum 
allowed m, is equal to I. The maximum allowed mu is set to a value which depends 
on the type of tuners considered: if the ideal transfer function of the transcoder (or 
tuning curve of the tuner) is highly nonlinear in some frequency domains, the 
segments which minimize the maximum mistunings are much narrower in the 
nonlinear domains than in the linear ones. For the tuner type considered here, 
simulations show that the optimum segment widths are in a ratio 5 to 1. The 
maximum allowed nl, is then set to 5 in order to reduce the number of bits (it could 
be set to a higher value, by using a smaller step s; this would yield more precise 
optimization but would require more bits). The simplest solution would therefore 
consist of allowing mu= 1 o r  5 only, and in storing a single bit in the memory for 
each mu to define which of these two values is selected. However, allowing only two 
values is likely to yield low performance, because the coordinates xu are thus far 
from their optimum values. Therefore, i t  is preferred to use two memory bits per 
value nl,. This yields four possible values for each memory word defining a value mu, 
i.e. the set of values allowed for all mu contains four values situated in the range 1 to 
5. In other words, one of the values of this range cannot be used. It is chosen to 
forbid the value 4, because the lacking value is expected to yield lower performance 
degradation if it is in the higher end of the range of allowed values. This approach 
finally yields the following hardware structure. To define indirectly each xu, the 
transcoder memory contains a 2-bit word, whose value ranges from 0 to 3. This 
value should be sent to a very simple hardware block which derives the correspond- 
ing value mu according to the following table: the memory words 0, 1, 2, 3 
respectively correspond to mu= 1,2,3 ,5  (which are the values allowed for mu, as 
explained above). x, is then derived from ni, as explained in $3. 

The parameter s is selected according to the considered tuner parameters, 
because it depends on the overall frequency band of operation of the tuner, and on 
the number m of segments in which this band is split. It also depends on the set of 
values allowed for mu: when higher values are allowed, a lower step s is selected. For 
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the tuner type considered here and with the values defined above for mu, simulations 
yield: s =  512 and 256, respectively for m = 4  and 9 segments. 

Once these conditions were set, the proposed tuner structure was studied as 
follows. New simulations were performed for various values of the number of 
segments m in order to determine the optimum mistuning that may be achieved 
when the coordinates x, are restricted to the considered set of values. The number of 
memory bits corresponding to each value m was then derived as follows. The 
memory contains m +  1 points. The X coordinate of each such point corresponds to 
2 bits, as explained above (the additonal bits used for storing the absolute value of 
x, are neglected). The Y coordinate of each point corresponds to 10 bits. because a 
10-bit DAC is used. Therefore, the overall memory size is 12 ( m +  1)  bits. From this, 
a chart providing the overall mistuning versus the number of bits in the memory 
may be derived. The same type of chart may be derived for the conventional 
approach. In that case however, each memory point is reduced to its 10-bit Y 
coordinate, by replacing the X coordinates (which are fixed) by hardware decoding 
logic. 

The results thus obtained are represented in Fig. 6. The major parameter of 
interest is the memory size required for each tuner structure to achieve given 
performance, i.e. given overall mistuning. Our approach reduces this size by a factor 
of 1.9 to 2.1 as compared with the conventional approach. The second aspect is the 
overall mistuning achieved by each structure for a given memory size. Our approach 
reduces this mistuning by a factor 2.7 to 4.5. Therefore, our approach yields a major 
improvement over the conventional approach for both parameters. Finally, the 
number of bits required by our approach to achieve the target performance (i.e. 
600 kHz) is only 90 bits. 

6. Conclusions and prospects 
6.1. Application of the method to automatic tuner alignment 

A complete solution to automatic TV tuner alignment has been developed. This 
approach contains two aspects, i.e. hardware (consisting of the piecewise-linear 

Overall frequency rnktuning ( i n  megahertz) 

60 100 300 
Transcoder memory size (in bits) 

Figure 6. Overall frequency mistuning (i.e. maximum mistuning over the complete frequency 
band) bersus number of bits of transcoder memory for both types of automatically 
aligned tuner (i.e. conventional and proposed structures). 
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transcoders presented above) and software algorithms (which optimize the transfer 
function of these transcoders with respect to measured data points, and which are 
detailed in a companion paper: see Deville 1994). This new method allows us to 
choose freely the desired performance. In addition, it yields a major improvement of 
the performance/price ratio over the conventional approach, i.e. for a given 
performance, it reduces the memory size by a factor close to 2, or for given memory 
size i t  improves performance (i.e. it decreases mistunings) by a factor of 2.7 to 4.5. 
More specifically, the number of bits required by our approach to achieve the target 
performance (i.e. a maximum mistuning of 600 kHz) is only 90 bits per R F  filter. 
This small memory size makes the proposed method very attractive. In addition, this 
approach is a good candidate for the alignment of future high-definition TV sets, as 
explained in 6 3.1. 

6.2. Application of the method to other domains 
Through an application-driven approach focused on TV tuner alignment, we 

have developed a general solution to the sysnthesis of simple transcoders which has a 
much wider field of application. More precisely, this method is attractive in any 
system which the following conditions are met. 

( a )  A single-input single-output transcoder is needed to transform some type of 
values into another type ( e g  a frequency word into a control voltage here) 
according to a nonlinear transfer function, which is partly known from 
measurements or theoretical considerations. 

(b) This transcoder should have a very simple structure (to reduce costs) and/or 
should operate a t  very high speed, and is therefore allowed to provide only 
an approximation of the ideal transfer function (with user-selectable 
accuracy). 

(c) It is desired to guarantee that the performance in worst-case conditions is as 
good as possible. This requirement corresponds to the approximation 
criterion that we investigated. However, it may be removed because, as stated 
above, the proposed hardware structure may be used with other approxima- 
tion algorithms. 

A natural field of application of this approach is electronic tuning. This 
particularly includes the control of various types of tuners, e.g. TV tuners as 
illustrated in this paper. However, this approach also concerns all fully-integrated 
continuous-time active filters. These have been investigated for a few years. They 
have been mainly implemented in MOS silicon technologies (see, for example, Banu 
and Tsividis 1983, Banu and Tsividis 1985, Ismail et a / .  1988, Khorramabadi and 
Gray 1984, Khoury and Tsividis 1987, Tsividis et al. 1986) and bipolar silicon 
technologies (see, for example, Chiou and Schaumann 1986, Fukahori er a / .  1981, 
Hagiwara et a/. 1988, Moulding et al. 1980, Tan and Gray 1978). and to a lower 
extent in GaAs technologies (see Deville 1991 a and b and also Deville 1989, 1990). 
All these technologies yield important component spreads, so that some parameters 
of these filters (i.e. centre frequency and possibly selectivity) must be tuned to the 
desired values for each individual chip. This requires first that these parameters are 
tunable, which is obtained by using voltage-controlled gains, transconductances or 
FET resistors. Then, the tuning circuitry providing these control voltages must be 
defined. The current approach (see, for example, Banu and Tsividis 1985, Chiou and 
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Schaumann 1986, Khorramabadi and Gray 1984, Moulding et a / .  1980, Tan and 
Gray 1978, Tsividis et al. 1986, Hagiwara et a / .  1988) achieves automatic tuning by 
using a master-slave structure, containing a reference filter (or oscillator) added on 
the same chip as the initial filter. 

The reference filter is included in a PLL and thus self-tuned so as to track a 
reference signal, whose frequency is typically equal to the desired centre frequency of 
the initial filter. Its self-tuning voltages are then provided to the initial filter, which is 
thus controlled by the reference signal. Since both filters are on the same chip, they 
have similar component values, and the centre frequency of the initial filter is thus 
close to the frequency of the reference signal, i.e. close to the desired frequency. This 
approach, based on a master-slave structure, has several drawbacks however: its 
accuracy is not freely selected but fixed by chip-level component spreads, the 
approach adds a significant amount of hardware to the initial filter, it requires a 
reference signal, and this signal may appear at the output of the initial filter because 
of crosstalk. The approach proposed in this paper is therefore an attractive solution 
to these problems, at least in applications where individual chip alignment is 
acceptable. Similarly, the proposed approach may be used to control the phase and/ 
or gain of integrated active phase shifters (see Altes el a / .  1986, Deville 1991 a, 
Kikuchi et al. 1987) which are particularly used in image-frequency-rejection mixers 
and vector modulators. 

The author would like to thank H. Brekelmans for providing the component 
values of the resonators used in simulations, and R. van der Wal and P. Walbrou for 
helpful discussions about tuner structures. 

Appendix 

The alignment procedure used to optimize the transcoder transfer functions in 
the approach proposed in this paper was described at the beginning of 5 3.3. Only the 
justification of the definition of the 'error' that it uses was skipped. This error is 
defined in this appendix. A basic version is first described. It does not provide all 
desired features, but it allows us to introduce the main principles of the method. 
Then, the version which was used in this paper is presented. 

A. 1. Basic version: optimization of voltage errors 
As stated in 5 3, the alignment procedure associated with the proposed approach 

requires us to define the 'error' corresponding to a given filter and an arbitrary 
transcoder transfer function. The filter is only known through the set of points 
previously measured by the test system of the factory, which partly defines the ideal 
tuning curve of this filter. Each of these points is denoted Pi and defined by a couple 
of coordinates (Xi, Y,), where Xi is the frequency word N of the considered 
measurement point, and Y, is an estimate of the corresponding ideal DAC input (see 
Fig. 7). The transcoder transfer function is always supposed to be piecewise-linear in 
the considered approach. It may be defined by the slopes p, and intercepts q, of each 
segment u, and by the limits x, between these segments on the X-axis corresponding 
to the frequency word N. 

Now, consider the voltage error at  the output of the transcoder, i.e. the difference 
between the ideal value that would yield no mistuning and the actual one provided 
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Y. Deville 

Figure 7. Measured point Pi of the ideal tuning curve of the filter, piecewise-linear 
transcoder transfer function, and resulting voltage error. 

by the transcoder, according to its piecewise-linear transfer function. For a fre- 
quency word equal to  N = X i ,  corresponding to segment u of the transcoder transfer 
function, the absolute value of this voltage error may be directly estimated by the 
expression 

In a preliminary approach, the 'error' corresponding to  a filter and a transcoder 
transfer function may then be defined as the maximum among all the values 
Ep,(Pi,p,,q,) corresponding to all the measurement points Pi .  This 'error' is an 
estimate of the overall voltage error, i.e. of the worst-case absolute voltage error 
occurring over the complete frequency band (this estimate only takes into account 
the frequencies where measurements were performed; other frequencies may be 
taken into account by adding estimated measurements derived from the real 
measurement points by using standard interpolation techniques). It is then possible 
to determine a transfer function which minimizes this error. This approach has 
interesting features: it takes into account the errors a t  the output of the transcoder, 
which are indeed responsible for frequency mistunings, it tries to minimize these 
errors, and it does this by taking into account the worst case over the complete 
frequency band. Its only drawback is to  be based on voltage errors instead of 
frequency errors: it tends to have the same minimum voltage error over the complete 
band. However, the tuning slope of the tuner depends on the frequency. Therefore, 
these balanced voltage errors result in unbalanced frequency errors, i.e. this 
approach does not minimize the worst-case frequency mistuning over the complete 
band. The latter goal is achieved by using a modified approach which will now be 
presented. 

A.2. Preferred version: optimization of frequerlcy mistunings 

The approach used here is the same as above, except that the 'local error' 
corresponding to a given filter, an arbitrary transcoder transfer function and a single 
frequency (corresponding to a measurement point Pi)  is defined as  
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This means that the basic error E,, defined in the previous case is here multiplied by 
a weight w. specific to each measurement point. Moreover, this weight is set to a 
value such that the basic error E,, defined in the previous case is here transformed 
into an estimate of the absolute value of the frequency mistuning at  the considered 
frequency (details are provided at  the end of this appendix). 

The method then proceeds in the same way as in the previous case, i.e. the overall 
'error' between a filter and a transcoder transfer function is defined as the maximum 
among all the values E,,(P,,p,, q.) (based on the new expression) corresponding to 
all the measurement points. This 'error' is then an estimate of the overall frequency 
mistuning, i.e. of the worst-case absolute frequency mistuning occurring over the 
complete frequency band. It is then possible to determine a transfer function which 
minimizes this error by using the algorithms presented by Deville (1994), which 
perform weighted minimax piecewise-linear approximation (more precisely, the 
algorithm presented by Deville 1994, which provides a continuous function with 
integer-valued parameters, should be used). This transfer function almost (because 
of estimates) minimizes the overall frequency mistuning, i.e. it does correspond to 
the target of this paper. 

The last item which should be defined is the value assigned to each weight W, 
mentioned above. w. is set to an estimate of the absolute value of the 'tuning slope' 
of the considered filter a t  the frequency corresponding to Xi (where, as already 
stated in $5.1, the tuning slope is the slope of the curve providing the resonance 
frequency of the filter versus the control voltage of its varicap). This weight thus 
transforms the basic voltage error into the corresponding frequency mistuning. 
which is the parameter of interest here. This estimated absolute tuning slope may be 
obtained in various ways. The following solution has been used in this paper. An 
additional coordinate Z i  is used for each measurement point Pi .  Ideally, this 
coordinate should be the measured control voltage V,* at  the frequency correspond- 
ing to X i .  However, in the considered approach it was not allowed to measure this 
value in the factory. Therefore, a computed estimate of this value was used instead. 
This estimated voltage is equal to: V , +  Y, LSB,,,,,. In this expression, V,  is the 
voltage provided by the synthesizer a t  the frequency corresponding to the considered 
measurement point, Y, is the estimate of the ideal DAC input at the same frequency, 
and LSB,,,,, is an estimate of the LSB of the DAC (because its actual value is not 
known, due to  component spreads). The approach is expected to have low sensitivity 
to the accuracy of the estimation of this LSB, because good performance was 
obtained even in simulations where voltage errors were optimized, which corre- 
sponds to removing all the weights w., i.e. setting all of them to 1. Therefore, a 
simple solution consists of setting LSB,,,,, to the typical value of the DAC LSB for 
the considered design. The set of coordinates Z i  is then used to determine an 
estimate of the tuning slope for each frequency corresponding to a measurement 
point, e.g. by performing simple linear interpolation from the available data points. 
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