Improving noisy speech recognition with blind source separation methods: validation with artificial mixtures
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1. INTRODUCTION
Automatic Speech Recognition (ASR) systems are progressively appearing in everyday-life applications [3], but are limited to noiseless environments. On the other hand, emerging Blind Source Separation (BSS) methods provide improved signal denoising. Therefore, we here introduce a new two-stage approach, where BSS is used as a front-end to increase the performance of a subsequent ASR system.

2. CONSIDERED BSS/ASR METHODS
The considered BSS configuration [1-2] involves two signals $Y_1(z)$ and $Y_2(z)$ which are convolutive mixtures of two acoustic sources $X_1(z)$ and $X_2(z)$. In a real setup, $Y_1(z)$ and $Y_2(z)$ are provided by two microphones. We here consider a simplified model of this situation where $Y_1(z)$ and $Y_2(z)$ are artificially derived from $X_1(z)$ and $X_2(z)$, based on:

$$
\begin{align*}
Y_1(z) &= X_1(z) + \alpha A_{11}(z) X_2(z) \\
Y_2(z) &= A_{21}(z) X_1(z) + \alpha X_2(z)
\end{align*}
$$

(1)

where $A_{ij}(z)$ are mixing filters and $\alpha$ controls the ratio of the source powers. To separate these signals, we use two alternative methods [1-2], resp. based on normalized decorrelation and (sub-)optimum separating functions. The two outputs of the BSS front-end here resp. yield speech and noise signals. This speech signal is then applied to an ASR software, i.e. HTK [4]. This software uses Hidden Markov Models (HMM), which are first estimated by the Baum-Welch algorithm during a training phase and then used by the Viterbi algorithm during the recognition phase [3].

3. EXPERIMENTAL RESULTS
The considered sources are: i) speech for voice dialing, containing command words and a digit sequence and ii) in-car recorded noise. The $\alpha$ coefficient is varied in the experiments, whereas we use the two fixed 13th-order strictly causal MA filters $A_{11}(z)$ and $A_{21}(z)$ defined in [1-2].

HTK is here operated so as to model words with HMM and to compute the word recognition rate (WRR). The latter rate is defined as: $WRR = (N - D - S - I)/N$ where $N$ is the real number of words in the sequence, and $D, S, I$ are resp. the numbers of deletion, substitution and insertion errors. Silence insertions are ignored in this parameter.

The WRR in the noiseless case ($\alpha = 0$) defines optimum performance and is equal to 94.74%. The WRR achieved for various noise levels (defined by $\alpha$) with or without BSS front-ends is summarized in the following table:

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>WRR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>without BSS</td>
</tr>
<tr>
<td>0.1</td>
<td>84.21</td>
</tr>
<tr>
<td>0.25</td>
<td>63.16</td>
</tr>
<tr>
<td>0.5</td>
<td>68.42</td>
</tr>
<tr>
<td>0.7</td>
<td>68.42</td>
</tr>
<tr>
<td>1</td>
<td>36.84</td>
</tr>
<tr>
<td>3</td>
<td>47.37</td>
</tr>
<tr>
<td>5</td>
<td>36.84</td>
</tr>
</tbody>
</table>

4. DISCUSSION AND CONCLUSIONS
The above table shows that the WRR of a plain ASR system tends to decrease very rapidly when the noise level is increased. On the contrary the overall system containing a BSS front-end is completely insensitive to noise up to quite high noise levels (esp. the optimum BSS approach). This demonstrates the usefulness of BSS methods in noisy ASR applications. To validate this approach, we plan to apply it to real mixed signals and more complex ASR tasks, such as large vocabulary continuous speech recognition.
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